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Smart devices contain sensitive information that has to be guarded against unauthorized access through authentication. Existing authentication methods become obsolete as they are designed either for logging-in one device at a time or are ineffective in a multi-user multi-device environment. This paper presents TwistIn, a simple gesture that takes a smartwatch as an authentication token for fast access and control of other smart devices. Our mechanism is particularly useful for devices such as smartphones, smart glasses, and small IoT objects. To log in a device, one simply need to pick it up and twist it a few times. Then, by co-analyzing the motion data from the device and the watch, our method can extend the user authentication on the watch to the device. This is a simple and tangible interaction that takes only one to two seconds to perform. Furthermore, to account for user variation in wrist bending, we decompose wrist and forearm rotations via an optimization to improve the method accuracy. We implemented TwistIn, collected thousands of gesture samples, and conducted various experiments to evaluate our prototype system and show that it achieved over 95% detection accuracy.
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1 INTRODUCTION

Technological advancements have brought to us more compact and cost-effective electronics. Nowadays, a large number of devices are augmented with smart functionalities. It is expected that such trend will continue to grow with two emerging technologies. The first is “Internet of Things” (IoT), which connects the smart devices around us. Recent studies have forecasted that there will be more than 20 billion connected devices by 2020 [7, 15]. The second is 3D-printing, which has been evolved to contain electronic circuits [33, 39]. However, with the combined contributions from these technologies, the exponential growth of smart devices poses a new human-computer interaction problem, where efficient connection and control of these prevalent devices are lacking.

To authenticate smart devices, current methods either handle the devices one at a time, or are not suitable for environments with multiple users and multiple devices. For instance, a simple approach is to build a hard button menu or a touchscreen on a device for users to log on the device via a PIN or passcode, or via a swipe pattern. However, this will inevitably complicate the device and increase the production cost. In addition, this is a knowledge-based authentication, which is not suitable for mobile devices whose passcode could be...
Fig. 1. Illustrating how TwistIn works. In this example, one may log in to a computer through a smart mouse. First, one may pick up the mouse (middle) and perform the TwistIn gesture in mid-air for one to two seconds (right). Then, our method can make use of the motion sensor installed in the smart mouse to record the mouse’s motion and co-analyzes it with the watch’s motion to detect if the two motions are in sync. If so, our method can extend the user authentication from the watch to the computer. Hence, the user can log in to the computer in a split second, and continue to hold and use the mouse as usual.

guessable [2, 44], or easily obtained through a smudge attack [4] or shoulder surfing [37]. Apart from the menu-based approach, one may use physiological biometrics such as fingerprint (e.g., Apple TouchID) and face [6] for authentication. Even though they are easy to use, one drawback is that the biometrics of a person cannot be easily changed. There could be serious consequences, if such information is disclosed to other parties. Moreover, the approach may not work in certain circumstances, e.g., fingerprint recognition usually fails for wet/dirty fingers, and strong sunlight could disrupt the cameras for face recognition. Another similar approach is to use behavioral biometrics, e.g., [14, 24, 49, 50]. This approach relies on extracting features from sensor data and using classifiers to verify the authentication. Hence, it requires data analysis and training to learn the user’s biometrics, and the learned model is also limited to a specific action, meaning that multiple models are needed to recognize variants. Moreover, users are also required by replicating an exact (or similar) action to enable the authentication.

At present, the norm to interact with smart devices is to make use of mobile applications on a personal smartphone. This, however, requires us to switch our mind from the physical world to a virtual world (app), even though the devices we want to access are just physically located next to us. Besides, the approach is not scalable and not efficient for handling multiple devices. Every time we want to switch from one device to another, we have to search for the respective mobile app and log in again before accessing the device. Such interaction is neither natural nor efficient. Furthermore, it could also have a direct impact on the user’s behavior in adopting the login methods and the related security settings, as suggested in some recent user studies [5, 12, 45].

On the other hand, methods that allow authentication to a group of devices are inappropriate for environments with numerous people, e.g., workplace and public venue. For instance, virtual assistants such as Apple’s Siri and Amazon’s Alexa may be used to interact with smart devices, but they are ineffective in crowded environments, since the noise in such environments could significantly deteriorate the voice recognition performance. Another solution is to detect physical proximity and unlock a device when an authentication token is close to the device [46]. Devices equipped with Bluetooth Low Energy [17] such as Apple’s iBeacon [3] and Google’s Eddystone [1] enable proximity sensing by measuring the received signal strength indicator and using a path loss model [16]. For example, an Apple’s Mac computer can be unlocked by bringing an authenticated Apple Watch near it [10]. While this method does not require any user’s attentions which provides great user experience, it may cause unintentional logins and unauthorized accesses when the user passes by a device without the intention of using it, or when an attacker carries the device close to the user. Furthermore, the presence of multiple users may also confuse a device, since it cannot deduce who is currently using it.
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Fig. 2. To measure the correlation between two motion data acquired in different reference frames (coordinate systems), we first need to find the basis transformation to rotate and align the motions in a common frame.

Our approach. Smartwatches are small-size electronics that are commercially brought into the market in the 2010s, e.g., Android Wear and Apple Watch. Unlike digital watches, smartwatches are wearable computers with an operating system, so they are programmable for supporting a wide variety of applications, e.g., information display and health tracking. Indeed, a recent study also showed that people found smartwatches more useful than smartphones for accessing time [31], and for short tasks like checking notifications. The reason behind is that smartwatches are more readily available and users often wear them for a long period of time. Motivated by these findings about smartwatches, we aim to explore in this work the application of smartwatches as the authentication tokens to enable us to gain quick access to some other smart devices.

In this paper, we present TwistIn, a tangible authentication mechanism designed for quick access to smart devices by using a smartwatch; see Figure 1. Our method exploits an already-authenticated smartwatch and takes it as a token to authenticate and control other smart devices. To start, the user grabs a smart device and performs a TwistIn gesture while wearing a smartwatch, our method then co-analyzes the motion of the watch and the smart device, and detects if the two motions are in sync; see Figure 2. After a valid authentication, the user can immediately gain access to the smart device and can control it through the smartwatch’s interface.

Our approach is natural and efficient, and allows fast smart device authentication and control in a multi-user multi-device environment. It is particularly useful when the user wants to work with multiple devices and switch between devices; by simply grabbing another device and performing a TwistIn gesture, the user can switch to a new device in just one to two seconds, and begin to use it through the interface on the smartwatch. Lastly, our method requires no hardware interface such as buttons and touchscreen on the smart devices, so it is suitable for devices such as smart glasses, drones and 3D-printed objects with electronic circuits. In the end of this paper, we will present experiments and results to demonstrate the applicability and efficiency of our method.

Challenges. Technically, the key problem is to detect whether the watch’s motion is in sync with the smart device’s motion when the user performs the TwistIn gesture; see Figure 2. This is a motion co-analysis problem that involves several challenges. First, the coordinate frames of the two devices are generally not aligned, since the coordinate frames are hardware- and software-dependence. Moreover, the user may have different ways of holding a device at different times, so we cannot assume a fixed orientation difference (i.e., basis transformation) between the reference frames of the two devices. Rather, we have to properly rotate and align the two motions. Second, when the user performs the TwistIn gesture, the watch’s motion is mostly composed of the rotations...
around the forearm axis, while the device's motion may compose of not only the rotations around the forearm (primary) but also the rotations around the wrist (secondary); see Figure 3. The presence of the secondary rotation could affect the detection. Third, we have to account for the gestural variation among different users, since different users may have slightly different speed and wrist rotation when performing the TwistIn gesture. Lastly, the detection computation has to be done in real-time to support interactive applications.

Our Contributions. To meet the above challenges, we first collect the orientation of the smartwatch and the smart device on user’s hand over time, and calculate the transformation that rotates and aligns the orientation of one device to another, i.e., basis transformation. If such transformation is nearly a constant over time (while both devices are not stationary), we could deduce that the user is holding the two devices. Moreover, our method should compare and consider not only the timestamps and magnitude of the orientation data, but also the device orientations and the orientation changes, as well as to account for the challenges we described earlier.

In detail, we first formulate an optimization model for the problem, where the goal is to find an optimal orientation difference to best align the reference frames of the two devices during the TwistIn gesture. In the optimization, we also aim to take out the secondary wrist rotations performed on the smart device, since such rotation should be roughly perpendicular to the forearm rotation. Additionally, we consider the twisting frequency, which is related to the periodic rotations in the TwistIn gesture. By solving this optimization, we can effectively filter out the wrist rotations and noise, and maximize the correlation between the two motion data after aligning them with the basis transformation. Lastly, our method authenticates the smart device if a valid and stable transformation is observed between the device and the watch. We are not aware of any previous work that adopts our TwistIn gesture or a similar optimization technique to analyze motion data retrieved from multiple devices.

To summarize, we make the following contributions:

- First, we propose the TwistIn gesture, as a novel authentication mechanism for fast login to smart devices in a multi-user multi-device environment by taking a smartwatch as an authentication token.
- Second, we formulate a rotation decomposition technique to filter out the wrist rotation from the forearm rotation when handling noisy orientation data.
- Lastly, we develop a fast algorithm to detect synchronous rotatory motions between the smart watch and the smart device by solving for the optimal orientation difference between the two devices and by using the rotation decomposition technique.

Paper organization. We first review the related work on motion analysis in Section 2. We then present our method in Section 3. After that, we present the implementation details and experiments to evaluate our method in Section 4. We discuss the limitations and future works in Section 5. Finally, we conclude our work in Section 6.

2 RELATED WORK

Motion data retrieved from devices are analyzed and utilized in many daily usage scenarios. Various motion gestures have been designed to provide intuitive controls for mobile devices [27, 35, 36]. Moreover, motion data
obtained from smartphones and smartwatches had been used for activity classification [18, 28, 32, 40, 42], and for virtual data manipulation [11, 26, 41]. By fusing motion data with data from other sensors, we can produce higher-level information to enhance user interaction. For instance, touch events obtained from a multi-touch display could be fused with motion data to distinguish users [23, 34, 38]. Hinckley et al. [20] provided touch-enhanced motion gestures on a smartphone to enable more expressive touch interactions. Duet et al. [9] classified interaction on a smartphone by analyzing the phone’s touchscreen and the motion data of both smartphone and smartwatch. Wilkinson et al. [47] enriched touch-based interaction on a multi-touch display using wrist-worn inertial measurement units. Bing et al. [8] enhanced the security of traditional password authentication by considering smartwatch motion. Laput et al. [29] fused motion data with readings from various sensors, such as ambient temperature and illumination intensity, to provide general-purpose sensing of the environment.

Previous works analyze motion data from multiple devices for different purposes. For example, Tran et al. [43] identified multi-device gestures using a hidden Markov model, while Kim et al. [25] developed an authoring system for multi-device acceleration-based gestures, where devices can be associated via synchronous patterns. Hinckley [19] detected synchronous bumping gestures against one another by looking for a pair of devices with synchronized opposite accelerations. Lester et al. [30] determined if multiple devices are carried by the same person by analyzing the walking data. Since walking generates a periodic acceleration, gait data can then be analyzed in the frequency domain using a coherence function. Wolf et al. [48] detected object pick-up events by comparing the magnitude of angular velocity among devices. When the magnitudes of two devices match each other, a seamless interaction is reported between the smart devices.

Among the previous works, ShakeUnlock by Findling et al. [13] is the most closely related work to ours. This method unlocks a device by shaking it with another device that has been authenticated. While their work shares a similar spirit with ours by co-analyzing the motions of smartphone and smartwatch, the method simply considers simultaneous shaking of the two devices and matches them by correlating the devices’ shaking frequency and magnitude in the acceleration data. Hence, the true matching rate and true non-matching rate reported in [13] are only 0.795 and 0.867, respectively. In contrast, our method, besides having a different shaking gesture, has several distinctive differences for correlating the motion: (i) instead of just the magnitude and frequency, we correlate the transformation between devices using orientation data fused from accelerometer data and gyroscope data; and (ii) we account for the motion difference between the hand and the forearm, and formulate an optimization and an algorithm to take away the wrist swing rotation when matching the motions; see again Figure 1.

3 TWISTIN: TANGIBLE AUTHENTICATION OF SMART DEVICES VIA MOTION CO-ANALYSIS WITH A SMARTWATCH

The input to our system consists of two series of 3D orientation data over time from the two devices. The orientations are calculated from the readings of the motion sensors in the devices, including an accelerometer and a gyroscope. Given these inputs, the TwistIn system checks if the two devices were moving in sync through an optimization, and decides if the motion corresponds to a TwistIn gesture.

3.1 Data Acquisition and Processing

The input 3D orientations from the devices are represented as quaternions; please refer to Appendix A for how quaternions represent rotations and orientations in 3D space. Note that quaternions are compact representations (i.e., unit vectors in 4D) with which we can smoothly interpolate orientations and rotations in 3D space. In addition, the unit-quaternion notation is simpler for us to enforce the unit magnitude constraint compared to the orthonormal matrix representation for 3D rotations [21].

However, the quaternion formulation represents the same orientation by $\vec{q}$ or $-\vec{q}$, which are equal in magnitude but opposite in directions. Hence, before we interpolate between two quaternions, say $\vec{q}_A$ and $\vec{q}_B$, we should flip
the sign of $\tilde{q}_B$, if the interpolation path (angular changes) between $\tilde{q}_A$ and $-\tilde{q}_B$ is shorter than that between $\tilde{q}_A$ and $\tilde{q}_B$. Therefore, after reading the input orientation data, we first check and flip each quaternion by comparing it with the previous quaternion in the data series; see Appendix B for the details.

3.1.1 Resampling. Each orientation data is associated with a timestamp. However, the data is not uniformly sampled over time, so the timestamps of the orientation data from the two devices may not match one another. Hence, we resample the quaternion data from each device and produce two series of uniformly-sampled and synchronized quaternion samples; see Figure 4 for an illustrative example. In addition, we should first ensure that the internal clocks of the two devices are synchronized when we start the systems. In detail, the resampling is done by using a Gaussian filter with $\sigma$ set to be 0.03 seconds over a period of 0.1 seconds, and we perform a normalization on each resampled quaternion to ensure that it is a unit vector. After the resampling, we obtain two time series of orientation data represented as quaternions $\tilde{q}_t^A$ and $\tilde{q}_t^B$ for devices A and B at time $t$.

3.1.2 Calculating Device Rotation. Each orientation data of a device is in fact a 3D rotation from a reference frame; see Figures 5a and 5b. Typically, the device’s reference frame is unknown, since it is hardware- and software-dependent, as well as depending on the initial bearing of the device when the device starts. Hence, to facilitate the comparison between the quaternion series from the two devices A and B, we compute the change in orientation over time for each of the two devices (see Figures 5c):

$$\Delta q_t^A = q_t^{A+\alpha} \times (q_t^A)^{-1} \quad \text{and} \quad \Delta q_t^B = q_t^{B+\alpha} \times (q_t^B)^{-1},$$

where $q^{-1}$ stands for the inverse of quaternion $q$, $\Delta q$ is the change in $q$ over time, and $\alpha$ is empirically set as 0.1 seconds, since computing the difference between two consecutive quaternions (with much shorter time difference) would result in a very tiny rotation, which could be too sensitive to the noise.

![Fig. 4. Using a Gaussian filter to resample and smooth the orientation data.](image)

![Fig. 5. (a) The device’s reference frame. (b) The orientation of a device refers to the rotation from the reference frame to the device’s current orientation. (c) Given $q_{old}$ and $q_{new}$, we can compute the device’s change in orientation $\Delta q$ as shown above.](image)
3.2 Optimization Model

If the two devices move together, we should be able to find a basis transformation, which a 3D rotation, to align their orientation data; see Figure 2. Denoting \( r \) as the quaternion of the basis transformation, we should have

\[
\Delta q_{A}^{t} = r \Delta q_{B}^{t} r^{-1} \quad \forall t \in T_{\text{basis}},
\]

where \( T_{\text{basis}} \) is the period in which we estimate the basis transformation \( r \).

Next, there are two issues that we have to deal with. First, the basis transformation computed between \( \Delta q_{A}^{t} \) and \( \Delta q_{B}^{t} \) is not the same as that between \( \Delta q_{A}^{t} \) and \( \Delta(-q_{B})^{t} \). Fortunately, this issue has been handled after the data acquisition when we detect and flip the quaternion samples; see the previous subsection. Second, as the acquired data does not have infinite precision and is contaminated with noise, we have to find an \( r \) that best fits all pairs of orientation data via an optimization that maximizes the alignment of the orientation data:

\[
\max_{r} \sum_{t \in T_{\text{basis}}} \langle \Delta q_{A}^{t}, r \Delta q_{B}^{t} r^{-1} \rangle \quad \text{subject to } ||r|| = 1.
\]

The above optimization model is, however, vulnerable for two reasons: (i) the wrist rotation, which would affect the device held on user’s hand (see introduction and Figure 3); and (ii) the elbow movement, which would affect both devices. Hence, we filter out the unwanted secondary rotations by formulating a rotation decomposition [22] in our optimization model. The rotation decomposition is formulated as follows. Given a rotation represented as quaternion \( q = [w, \tilde{q}] \), where \( w \) is the scalar part and \( \tilde{q} \) is the vector part of the quaternion, and given a unit vector \( \tilde{a} \) as the axis of the primary rotation, we want to decompose \( q \) into two parts: (i) the primary rotation (denoted by quaternion \( p \)), which rotates around \( \tilde{a} \), and (ii) the secondary rotation (denoted by quaternion \( s \)), which does not rotate around \( \tilde{a} \). Hence, \( q = sp \), and \( p \) can be calculated as:

\[
p = \frac{[w, (\tilde{a} \cdot \tilde{q})\tilde{a}]}{\sqrt{w^{2} + (\tilde{a} \cdot \tilde{q})^{2}}},
\]

which can be geometrically interpreted as a projection of \( q \) to \( a \), and then followed by a normalization.

In our problem, the primary rotation (twist) axis, which is common to both devices, is known, and they were to be solved through the optimization. Let \( \tilde{a}_{A} \) and \( \tilde{a}_{B} \) be the primary rotation axes of devices \( A \) and \( B \) defined in their own reference frames, respectively. In addition, we define the corresponding rotations around \( \tilde{a}_{A} \) and \( \tilde{a}_{B} \) as quaternions \( \tilde{a}_{A} = [0, \tilde{a}_{A}] \) and \( \tilde{a}_{B} = [0, \tilde{a}_{B}] \), respectively. Note also that \( r \) is the quaternion of the basis transformation between \( \tilde{a}_{A} \) and \( \tilde{a}_{B} \), so we have \( \tilde{a}_{A} = r^{-1} \tilde{a}_{B} r \).

Suppose \( \Delta q_{A}^{t} = [w_{A}^{t}, \tilde{q}_{A}^{t}] \) and \( \Delta q_{B}^{t} = [w_{B}^{t}, \tilde{q}_{B}^{t}] \). We then reformulate the optimization model in Eq. (1) as:

\[
\max_{\tilde{a}_{A}, \tilde{a}_{B}, r} \sum_{t \in T_{\text{basis}}} \langle p_{A}^{t}, r p_{B}^{t} r^{-1} \rangle \quad \text{subject to } ||\tilde{a}_{A}|| = 1, ||\tilde{a}_{B}|| = 1, \text{ and } ||r|| = 1,
\]

where \( p_{A}^{t} = \frac{[w_{A}^{t}, (\tilde{a}_{A} \cdot \tilde{q}_{A}^{t})\tilde{a}_{A}]}{\sqrt{w_{A}^{2} + (\tilde{a}_{A} \cdot \tilde{q}_{A}^{t})^{2}}} \) and \( p_{B}^{t} = \frac{[w_{B}^{t}, (\tilde{a}_{B} \cdot \tilde{q}_{B}^{t})\tilde{a}_{B}]}{\sqrt{w_{B}^{2} + (\tilde{a}_{B} \cdot \tilde{q}_{B}^{t})^{2}}} \).

3.3 Deriving the Optimization Solution

The objective function to be maximized in Eq. (2) can be rewritten as

\[
\sum_{t \in T_{\text{basis}}} \langle \Delta p_{A}^{t}, r, \Delta p_{B}^{t} \rangle.
\]
Putting $\vec{a}_A = [a_x, a_y, a_z]$ and $\vec{a}_B = [b_x, b_y, b_z]$, we can then multiply out the objective function in matrix form:

$$
\langle \Delta p^t_A, r \Delta p^t_B \rangle = \begin{pmatrix}
  w^t_A - a_x (\vec{a}_A \cdot \vec{q}_A^t) & -a_y (\vec{a}_A \cdot \vec{q}_A^t) & -a_z (\vec{a}_A \cdot \vec{q}_A^t) \\
  a_x (\vec{a}_A \cdot \vec{q}_A^t) & w^t_A - a_y (\vec{a}_A \cdot \vec{q}_A^t) & -a_z (\vec{a}_A \cdot \vec{q}_A^t) \\
  a_y (\vec{a}_A \cdot \vec{q}_A^t) & a_z (\vec{a}_A \cdot \vec{q}_A^t) & w^t_A
\end{pmatrix}_r \sqrt{(w^t_A)^2 + (\vec{a}_A \cdot \vec{q}_A^t)^2}.
$$

Then, we can further multiply out the terms in the numerators and obtain

$$
\frac{w^t_A r \cdot w^t_A + w^t_A r \cdot (\vec{a}_B \cdot \vec{q}_B) M_AR + w^t_B r \cdot (\vec{a}_A \cdot \vec{q}_A) M_BR + (\vec{a}_A \cdot \vec{q}_A^t)(\vec{a}_B \cdot \vec{q}_B^t)}{\sqrt{[(w^t_A)^2 + (\vec{a}_A \cdot \vec{q}_A^t)^2][((w^t_B)^2 + (\vec{a}_B \cdot \vec{q}_B^t)^2)]}}.
$$

In the above equation, the matrix-vector multiplication $M_AR$ and $M_BR$ are actually the multiplication of two quaternions, i.e.,

$$
M_AR = r\vec{a}_A \text{ and } M_BR = \vec{a}_B r, \text{ where } \vec{a}_A = [0, \vec{a}_A] \text{ and } \vec{a}_B = [0, \vec{a}_B].
$$

Hence, we have $(M_AR) \cdot (M_BR) = (r\vec{a}_A) \cdot (\vec{a}_B r) = (r\vec{a}_A r^{-1}) \cdot (\vec{a}_B)$. Note that the term $(r\vec{a}_A r^{-1})$ is equivalent to applying rotation $r$ to vector $\vec{a}_A$. Since there always exists an $r$, such that $r\vec{a}_A r^{-1} = \vec{a}_B$, the optimized value of $(M_AR) \cdot (M_BR)$ must be 1. In addition, $r \cdot r$ is obviously one, and for $rM_AR$ and $rM_BR$, if we multiply them out, we will find that $rM_AR = rM_BR = 0$.

Therefore, we can simplify the optimization model in Eq. (2) as

$$
\max_{\vec{a}_A, \vec{a}_B} \sum_{t \in t_{\text{sum}}} \frac{w^t_A w^t_B + (\vec{a}_A \cdot \vec{q}_A^t)(\vec{a}_B \cdot \vec{q}_B^t)}{\sqrt{[(w^t_A)^2 + (\vec{a}_A \cdot \vec{q}_A^t)^2][((w^t_B)^2 + (\vec{a}_B \cdot \vec{q}_B^t)^2)]}} \tag{3}
$$

subject to $||\vec{a}_A|| = 1$ and $||\vec{a}_B|| = 1$.

To solve the optimization problem, we apply Lagrangian multipliers and iteratively solve for $\vec{a}_A$ and $\vec{a}_B$ by fixing some variables; please refer to Appendix C for details.

After we obtain the optimization solutions $\vec{a}_A$ and $\vec{a}_B$, we have to account for the fact both $\vec{a}_A$ and $-\vec{a}_A$ are valid solutions for the rotation axes of device A, and similarly for $\vec{a}_B$ and $-\vec{a}_B$, as valid rotation axes of device B. Hence, $r$ can be computed in four different ways using $\pm \vec{a}_A$ and $\pm \vec{a}_B$. As a result, we have:

$$
r_1 = \frac{[\vec{a}_A \cdot \vec{a}_B + 1, \vec{a}_A \times \vec{a}_B]}{||[\vec{a}_A \cdot \vec{a}_B + 1, \vec{a}_A \times \vec{a}_B]||} \quad \text{and} \quad r_2 = \frac{[\vec{a}_A \cdot -\vec{a}_B + 1, \vec{a}_A \times -\vec{a}_B]}{||[\vec{a}_A \cdot -\vec{a}_B + 1, \vec{a}_A \times -\vec{a}_B]||}.
$$
Fig. 6. Noting that $\Delta q_A$ is device A’s rotation and $\Delta q_B$ is device B’s rotation, and each is expressed as a rotation around an axis. Applying $r_1$ or $r_2$ to transform $\Delta q_A$ can result in $\Delta q_B$ or $\Delta q'_B$, where $\Delta q'_B$ is $[\Delta q_B^w, -\Delta q_B^x, -\Delta q_B^y, -\Delta q_B^z]$.

Lastly, we apply each of them to transform $\Delta q_A$, and check which of the transformed result leads to $\Delta q_B$ to determine whether $r_1$ or $r_2$ is the actual basis transformation of $r$; see Figure 6.

3.4 Analyze the Turning Points in TwistIn

If the motion of the two devices are in sync, it does not mean that the user performs the TwistIn gesture. In particular, when both devices are kept stationary, their motions are also in sync. Hence, we need to detect and see if the device motion is really a TwistIn gesture. The detection has two parts: (i) whether the two motions are in sync (see next subsection); and (ii) whether the motions consist of a number of twists (or turns) that correspond to the TwistIn gesture. Note again that the user wears a smartwatch and holds a smart device during the TwistIn gesture, and performs TwistIn by revolving the smart device about his/her forearm a few times from left to right and right to left; see Figure 3. We define $T_{\text{gesture}}$ as the time period in which we detect the TwistIn gesture. This $T_{\text{gesture}}$ is also used in the next subsection for checking if the device motions are in sync.

Concerning the second part in detecting the TwistIn gesture, for each device, we analyze the $w$-component of its resampled orientation data (quaternions) and locate the turning points over the gesture detection period $T_{\text{gesture}}$. In detail, turning points are time moments, where the gradient of the $w$-component changes sign. In other words, they are local minima or local maxima; see Figure 7(a)-(d). Note also that we use the $w$-component because its changes indicate the angular variations according to the quaternion formulation. In addition, if there are fewer than $N$ turning points within $T_{\text{gesture}}$, we regard the device as not performing the TwistIn gesture, e.g., see Figure 7(d). In practice, we empirically set $N$ as seven. On the other hand, since there may be more than $N$ turning points within $T_{\text{gesture}}$, for each device, we locate the sequence of $N$ consecutive turning points that has the largest absolute oscillation magnitude in $w$ compared to all other sequences within $T_{\text{gesture}}$. We denote $T_{\text{turning}} \subset T_{\text{gesture}}$ as the period between the first and last turning points in the sequence.

Next, if both the smart device (e.g., a smartphone) and the smartwatch have sufficient turning points within $T_{\text{gesture}}$, we compare their $T_{\text{turning}}$ periods and compute how much their $T_{\text{turning}}$ periods overlap. If the overlap percentage is lower than $\beta_{\text{overlap}}$ (which is empirically set as 60%), we regard the two devices as not performing the TwistIn gesture together. Note also that this turning point analysis procedure is fast to compute and can help to efficiently filter out motions that do not correspond to the TwistIn gesture.
Fig. 7. We have two conditions to filter TwistIn gestures. First, there should be at least seven turning points within the gesture detection period ($T_{\text{gesture}}$); compare (a-c) with (d): watch C does not have sufficient turning points. Second, the turning point periods ($T_{\text{turning}}$) of the two devices should have sufficient overlap; compare (e) and (f): watch B’s $T_{\text{turning}}$ does not have sufficient overlap with the Phone’s $T_{\text{turning}}$. Note also that the horizontal axes in these plots are time.

3.5 Analyze $r$ over Time

For a TwistIn gesture, apart from turnings, the motion of the two devices should also be in sync. To this end, we compute and analyze $r$ over time by constructing a time series for $r$ (denoted as $r_t$) over $T_{\text{gesture}}$, since $T_{\text{basis}} < T_{\text{gesture}}$. Note also that $T_{\text{gesture}}$ can be divided into three sub-periods: (i) before the twisting, (ii) during the twisting, and (iii) after the twisting. Among the sub-periods, we focus on the middle sub-period, since the devices undergo major rotations during the twisting. Therefore, we compute weights ($h_t$, which is also a time series) associated with $r_t$ by calculating the rotation magnitude between successive orientation samples:

$$h_t = \sum_{t \in T_{\text{basis}}} \left[ (1 - \min(1, |\Delta q^t_A \cdot \Delta q^{t+1}_A|)) + (1 - \min(1, |\Delta q^t_B \cdot \Delta q^{t+1}_B|)) \right].$$

Then, we compute the weighted mean of $r$ over the gesture detection period:

$$\bar{r} = \frac{\sum_{t \in T_{\text{gesture}}} h_t r_t}{\|\sum_{t \in T_{\text{gesture}}} h_t r_t\|}.$$

In detail, if the motion of two devices are in sync, the variation of $r$ over $T_{\text{gesture}}$ should be small and the objective function (see Eq. (3)) should also have a small value. Hence, we consider two conditions to see if the motions are in sync: (i) the weighted mean squared prediction error, which describes how $\bar{r}$ fits the data, and (ii) the weighted variance of $r^t$, which describes the stability of the estimated basis transformation over $T_{\text{gesture}}$. Afterwards, we check the results against their corresponding thresholds $\beta_{\text{err}}$ and $\beta_{\text{var}}$:

$$\sqrt{\frac{\sum h^t (1 - (\Delta q^t_A \cdot \hat{r} \Delta q^{t+1}_A))^2}{\sum h^t}} < \beta_{\text{err}} \quad \text{and} \quad \sqrt{\frac{\sum h^t (1 - (r^t \cdot \hat{r})^2)}{\sum h^t}} < \beta_{\text{var}}.$$

If both conditions are true, we said that the two motions are in sync.
3.6 Overall TwistIn Authentication Procedure

In this subsection, we present the overall TwistIn authentication procedure, which is built on top of the various components we described earlier; see Algorithm 1 below. To summarize, we first collect a series of orientation data from each device and then resample and smooth these data using a Gaussian Filter. The smoothed time series are then used to calculate the devices’ rotation. After that, we solve for a time series of basis transformation via our optimization model with rotation decomposition (see Eq. 3), and check if both devices have been twisted sufficiently by analyzing their turning points and periods. Finally, we analyzed the basis transformation time series by calculating the weighted mean squared prediction error and the weighted variance of basis transformation. If both values were smaller than their respective thresholds, the device will be authenticated. Figure 8 presents a running example showing that how the time series are calculated and processed in the whole process.

**Algorithm 1: Overall TwistIn Authentication Procedure**

**Input:** Time series of Orientation data from Devices A and B

**Output:** Authentication State

1. Resample and smooth orientation data using Gaussian filtering ($q_t^A$ and $q_t^B$)
2. Calculate device rotation ($\Delta q_t^A$ and $\Delta q_t^B$)
3. Calculate basis transformation using our optimization model with rotation decomposition ($r_t^f$)

   if both devices have been sufficient twisted by analyzing their turning points and periods then
     1. Calculate weighted mean squared prediction error
     2. Calculate weighted variance of basis transformation
     return true if both values are smaller than their respective thresholds
   end

return false

---

Fig. 8. A running example showing the time series processing in the TwistIn Authentication Procedure.
4 IMPLEMENTATION DETAILS AND EXPERIMENT RESULT

In this section, we present the implementation details of our method and then a series of experiments that evaluate our method. In the first experiment, we determine how many twists for the TwistIn gesture. In the second experiment, we evaluate TwistIn with a user study with participants. In the third experiment, we additionally evaluate TwistIn by considering several challenging scenarios.

4.1 Hardware and Implementation Details

We implemented the prototype of TwistIn using Objective-C, and employ this prototype for two purposes in our experiments. First, it provides a user interface to demonstrate our method to the users. Second, it collects motion samples for offline data analysis and evaluation. Concerning the hardware, we used an iPhone 6S (iOS 10.3.3) and an Apple Watch 1 (watchOS 3.0); see Figure 9. Both devices contain an accelerometer and a gyroscope, which measure the acceleration and angular velocity of the device. These data can then be fused into the orientation data using sensor fusion algorithms. The orientation data is represented in quaternion and can be retrieved at 100Hz directly using the Apple’s Core Motion Framework. Since we paired the devices via Bluetooth and performed time synchronization prior to the experiment, we could stream the smartwatch’s orientation data to the smartphone using Apple’s WatchConnectivity Framework. Finally, we also archive the orientation time series from both devices as space-delimited files for further evaluation.

4.2 Experiment 1: Determining the Number of Twists for a TwistIn Gesture

We performed an experiment to determine the number of twists for quantifying a motion as a TwistIn gesture. Typically, a twist is a back-and-forth rotation about the forearm (see the Figure 9), such that it starts with either a clockwise or anticlockwise rotation and then rotates back to the initial pose. Hence, having more twists could yield a longer time series with more rotations, thereby enhancing the gesture detection accuracy. However, the user may feel more tired and uncomfortable when performing the gesture. Therefore, we should minimize the number of twists required in a TwistIn gesture, while maintaining the performance at an acceptable level. Below, we recall the six parameters in our method:

\[ N \] minimum number of turning points in a TwistIn gesture; see Section 3.4;
\[ T_{\text{basis}} \] time period taken to optimize for the basis transformation; see Section 3.2 & 3.3;
\[ T_{\text{gesture}} \] time period taken to evaluate and detect the TwistIn gesture; see Section 3.4 & 3.5;
\[ \beta_{\text{overlap}} \] minimum overlap percentage between the devices’ turning period \( T_{\text{turning}} \); see Section 3.4;
\[ \beta_{\text{err}} \] threshold for weighted mean squared prediction error; see Section 3.5, and;
\[ \beta_{\text{var}} \] threshold for weighted variance of basis transformation; see Section 3.5.

Table 1. EER achieved when the devices were twisted for different number of twists (#Twists).

<table>
<thead>
<tr>
<th>#Twists</th>
<th>N</th>
<th>$T_{basis}$</th>
<th>$T_{gesture}$</th>
<th>$\beta_{overlap}$</th>
<th>$\beta_{err}$</th>
<th>$\beta_{var}$</th>
<th>TPR</th>
<th>FPR</th>
<th>FNR</th>
<th>TNR</th>
<th>EER</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>3</td>
<td>0.30</td>
<td>1.00</td>
<td>0.65</td>
<td>0.035</td>
<td>0.0024</td>
<td>1.0000</td>
<td>0.0276</td>
<td>0.0000</td>
<td>0.9724</td>
<td>0.0138</td>
</tr>
<tr>
<td>2</td>
<td>7</td>
<td>0.10</td>
<td>1.20</td>
<td>0.55</td>
<td>0.045</td>
<td>0.0036</td>
<td>1.0000</td>
<td>0.0167</td>
<td>0.0000</td>
<td>0.9833</td>
<td>0.0083</td>
</tr>
<tr>
<td>3</td>
<td>11</td>
<td>0.10</td>
<td>1.50</td>
<td>0.55</td>
<td>0.054</td>
<td>0.0059</td>
<td>1.0000</td>
<td>0.0385</td>
<td>0.0000</td>
<td>0.9707</td>
<td>0.0193</td>
</tr>
<tr>
<td>4</td>
<td>15</td>
<td>0.10</td>
<td>2.20</td>
<td>0.45</td>
<td>0.047</td>
<td>0.0056</td>
<td>1.0000</td>
<td>0.0230</td>
<td>0.0000</td>
<td>0.9740</td>
<td>0.0115</td>
</tr>
<tr>
<td>5</td>
<td>19</td>
<td>0.10</td>
<td>2.30</td>
<td>0.60</td>
<td>0.035</td>
<td>0.0052</td>
<td>1.0000</td>
<td>0.0063</td>
<td>0.0000</td>
<td>0.9937</td>
<td>0.0032</td>
</tr>
</tbody>
</table>

**Procedure.** To compare the effectiveness of using different number of twists, we asked the participants to perform one to five twists and collected the motion samples using the following procedure:

(i) The TwistIn gesture was introduced to the participant.
(ii) The participant wore the smartwatch on his/her preferred hand tightly and picked up a smartphone.
(iii) The participant seated on a chair, and was given at least five minutes to try and practice the TwistIn gesture.

We also reminded the participant to prevent any motion caused by moving the wrist.
(iv) The participant pressed the "Record" button on the smartphone.
(v) After three seconds, the smartphone vibrated, and signaled the start of the data recording.
(vi) The participant performed the TwistIn gesture with one twist.
(vii) The participant waited for around one second before pressing the "Complete" button.
(viii) The participant repeated steps (iv) to (vii) for ten times, and the whole experiment was repeated for three more times but the participant would perform TwistIn with different number of twists.

**Participants.** We conducted the experiment with three participants. All are males aged from 26 to 28 (Mean = 27, SD = 1), and each performed the TwistIn gesture simultaneously on the two devices (smartphone and smartwatch) for ten times under five settings, i.e., one twist to five twists. Therefore, we collected 60 motion samples (3 participants $\times$ 2 devices $\times$ 10 times) for each setting. By pairing up the 30 motion samples from the smartwatch and 30 motion samples for the smartphone, where the two devices were actually twisted together, we can have 30 positive cases. On the other hand, we can have 1,740 negative cases formed by pairing up all motion samples and excluding the 30 positive cases, i.e., $(\binom{60}{2} - 30)$, where $\binom{60}{2} = 1,740$. Note also that since the motion sample pairs in the negative cases may not have the same time period (i.e., one sample could end earlier than the other), we thus look at each motion sample pair, shift their timestamps, and truncate the longer one, so that motion samples in each pair start at the same time and have the same time duration; otherwise, the negative cases will have extremely low chance to produce the false positives observed in the results.

**Evaluation Metrics.** We compare the performance using the following evaluation metrics.

- **True Positive Rate (TPR)** measures the success rate of accepting a positive case.
- **False Positive Rate (FPR)** measures the error rate of accepting a negative case.
- **False Negative Rate (FNR)** measures the error rate of rejecting a positive case.
- **True Negative Rate (TNR)** measures the success rate of rejecting a negative case.
- **Equal Error Rate (EER)** reflects the method’s accuracy, which is defined as $EER = \frac{FPR + FNR}{2}$.

These evaluation metrics were calculated by using the optimal parameters to perform the authentication procedure on all the motion sample pairs. The optimal parameters were obtained by exhaustively searching the parameter space, such that the performance was maximized, i.e., minimizing the squared error $\sqrt{\text{FNR}^2 + \text{FPR}^2}$. 

Table 2. Effect of prolonged twisting studied by using different \( N \), \( T_{\text{basis}} \) and \( T_{\text{gesture}} \) on the data where the participants performed five twists.

<table>
<thead>
<tr>
<th>#Twists</th>
<th>( N )</th>
<th>( T_{\text{basis}} )</th>
<th>( T_{\text{gesture}} )</th>
<th>( \beta_{\text{overlap}} )</th>
<th>( \beta_{\text{err}} )</th>
<th>( \beta_{\text{var}} )</th>
<th>TPR</th>
<th>FPR</th>
<th>FNR</th>
<th>TN</th>
<th>EER</th>
</tr>
</thead>
<tbody>
<tr>
<td>5</td>
<td>3</td>
<td>0.30</td>
<td>1.00</td>
<td>0.50</td>
<td>0.026</td>
<td>0.0028</td>
<td>0.9667</td>
<td>0.1092</td>
<td>0.0333</td>
<td>0.8908</td>
<td>0.0713</td>
</tr>
<tr>
<td>5</td>
<td>7</td>
<td>0.10</td>
<td>1.20</td>
<td>0.60</td>
<td>0.030</td>
<td>0.0031</td>
<td>0.9667</td>
<td>0.0391</td>
<td>0.0333</td>
<td>0.9609</td>
<td>0.0362</td>
</tr>
<tr>
<td>5</td>
<td>11</td>
<td>0.10</td>
<td>1.50</td>
<td>0.70</td>
<td>0.040</td>
<td>0.0039</td>
<td>1.0000</td>
<td>0.0420</td>
<td>0.0000</td>
<td>0.9570</td>
<td>0.0210</td>
</tr>
<tr>
<td>5</td>
<td>15</td>
<td>0.10</td>
<td>2.20</td>
<td>0.55</td>
<td>0.042</td>
<td>0.0035</td>
<td>0.9667</td>
<td>0.0126</td>
<td>0.0333</td>
<td>0.9874</td>
<td>0.0230</td>
</tr>
<tr>
<td>5</td>
<td>19</td>
<td>0.10</td>
<td>2.30</td>
<td>0.60</td>
<td>0.035</td>
<td>0.0052</td>
<td>1.0000</td>
<td>0.0063</td>
<td>0.0000</td>
<td>0.9937</td>
<td>0.0032</td>
</tr>
</tbody>
</table>

Discussion. We used the TwistIn algorithm to analyze the motion samples for each setting (i.e., one twist to five twists), and obtained the evaluation results shown in Table 1. From the results, we can see that TwistIn is capable of supporting fast and pretty accurate authentication with low false positive and false negative rates.

Next, we study the effect of prolonged twisting, meaning that the users perform excessive twists (#Twists) even the system demands fewer (\( N \)). To this end, we make use of the motion sample data where the users performed five twists, and then apply our method to detect the TwistIn gesture in these data with smaller “minimally required” \( N \); see the 1st and 2nd columns in Table 2. Since \( T_{\text{gesture}} \) depends on \( N \) and \( T_{\text{basis}} \) depends on \( T_{\text{gesture}} \), we reused the \( T_{\text{gesture}} \) and \( T_{\text{basis}} \) from the corresponding row in Table 1; see the 3rd and 4th columns in Table 2. For parameters \( \beta_{\text{overlap}} \), \( \beta_{\text{err}} \) and \( \beta_{\text{var}} \) listed in Table 2, we exhaustively searched for their values for optimal performance, for each case shown in each row in Table 2. Using these parameters, we applied our method to detect TwistIn gestures in the motion samples where the participants performed five twists, and obtained the results shown in the last five columns in Table 2. In the results, we observe a high FPR (0.1092) for a short evaluation period and a small \( N \) when \( T_{\text{gesture}} = 1.0s \) and \( N = 3 \). This shows that a small \( T_{\text{gesture}} \) with a small \( N \) is vulnerable to attacks when the devices were twisted for a short period of time. To balance between convenience and security, we decided to use two twists as the minimum requirement in the TwistIn gestures.

4.3 Experiment 2: Performance Evaluation and User Study

In the second experiment, we evaluated our method’s performance and gathered feedback from the participants.

Procedure. We introduced our method and demonstrated the TwistIn gesture to the participants. We also reminded them to avoid wrist motions during the gesture. Then, they were given an iPhone 6S and an Apple Watch 1, and were asked to wear the watch tightly and to wear it on the same hand that holds the phone. Next, they were free to hold and wear the devices in any location and orientation based on their own preference. A training session of at least five minutes was given to each of them to try and get familiar with the TwistIn gesture. After that, each participant was asked to perform the TwistIn gesture for ten trials for the following five scenarios:

(i) The watch was worn on the wrist of the preferred hand with the phone being held on the same hand with the screen facing upward. The participant was then signaled to perform the TwistIn gesture twice.
(ii) Same as scenario (i), but use the non-preferred hand instead.
(iii) The participant use the preferred hand (with the phone’s screen facing upward), while standing. Again, the participant performed the TwistIn gesture twice.
(iv) Two participants were paired up. One acted as a normal user with the watch, while the other acted as an attacker with the phone. Both used the preferred hand with the devices and were positioned next to each other, so the attacker can clearly see the normal user and was free to place his/her hand in any location. Once a signal was given to the normal user, he/she performed the TwistIn gesture, while the attacker tried to mimic the normal user’s motion via shoulder surfing.
Table 3. Parameters used in experiments two and three.

<table>
<thead>
<tr>
<th>N</th>
<th>T\textsubscript{basis}</th>
<th>T\textsubscript{gesture}</th>
<th>(\beta)\textsubscript{overlap}</th>
<th>(\beta)\textsubscript{err}</th>
<th>(\beta)\textsubscript{var}</th>
</tr>
</thead>
<tbody>
<tr>
<td>7</td>
<td>0.10</td>
<td>1.20</td>
<td>0.60</td>
<td>0.061</td>
<td>0.0188</td>
</tr>
</tbody>
</table>

Table 4. Performance obtained for each scenario. Note that scenarios 1, 2, 3 and 5 consisted of positive cases while scenario 4 consisted of negative cases only.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>TPR</th>
<th>FPR</th>
<th>FNR</th>
<th>TNR</th>
</tr>
</thead>
<tbody>
<tr>
<td>(i) Sitting (w/ preferred hand)</td>
<td>0.9833</td>
<td>—</td>
<td>0.0167</td>
<td>—</td>
</tr>
<tr>
<td>(ii) Sitting (w/ non-preferred hand)</td>
<td>0.9750</td>
<td>—</td>
<td>0.0250</td>
<td>—</td>
</tr>
<tr>
<td>(iii) Standing (w/ preferred hand)</td>
<td>0.9833</td>
<td>—</td>
<td>0.0167</td>
<td>—</td>
</tr>
<tr>
<td>(vi) Attacking (w/ preferred hand)</td>
<td>—</td>
<td>0.0583</td>
<td>—</td>
<td>0.9417</td>
</tr>
<tr>
<td>(v) Sitting (w/ preferred hand)</td>
<td>0.9917</td>
<td>—</td>
<td>0.0083</td>
<td>—</td>
</tr>
<tr>
<td><strong>Overall</strong></td>
<td>0.9833</td>
<td>0.0583</td>
<td>0.0167</td>
<td>0.9417</td>
</tr>
</tbody>
</table>

(v) Scenario (i) was repeated again.

Similar to the previous experiment, the procedure of collecting each motion sample is as follows:

(i) The participant pressed the "Record" button on the smartphone.
(ii) After three seconds, the smartphone vibrated, signaling the start of the recording.
(iii) The participant performed the TwistIn gesture by twisting the devices twice according to the requirements provided for each scenario.
(iv) The participant waited briefly for a second and then pressed the "Complete" button.

Right after the experiments, we asked the participants eight questions concerning their subjective ratings on our method. In detail, each of them was asked to rate on a scale between -5 and +5, with +5 being strongly agree and -5 being strongly disagree. Additionally, we asked for any other feedback and comment towards our method. The eight questions were listed in Table 6.

Participants. We invited 12 participants to Experiment 2, including nine males and three females aged from 19 to 31 (Mean = 24.75, SD = 3.415). Among them, only one participant owned a smartwatch; eight preferred to use the right hand to hold the phone while four preferred left. Note that the preferred hand is not necessarily the dominant hand. We also measured the participants’ hand length, hand span, hand circumference, wrist size, and the minimum distance from the smartphone to the smartwatch to check if the physical differences and the choice of wearing positions affect the performance. Note that the hand length was measured from the top of the middle finger to the base of the palm. The hand span was measured as the maximum distance from the thumb to the pinkie finger while stretching the hand. The hand circumference was measured around the meat of the hand, from where the pointer finger meets the palm to where the little finger meets the palm.

Each participant performed the TwistIn gesture simultaneously on two devices for ten times for the above five different scenarios. We collected a total of 1200 motion samples (12 participants × 2 devices × 10 times × 5 scenarios), with 600 samples from the watch and 600 samples from the phone. There are 480 positive cases (for scenarios 1, 2, 3 and 5) consisted of samples where the two devices were twisted together by the same participant, and there are 120 negative cases for samples from scenario 4.
Fig. 10. Performance of each participant achieved. The FPR refers to the rate of gaining access to other’s smartphone in scenario 4 and the FNR refers to the failing rate of authenticating the smartphone in scenarios 1, 2, 3, and 5 combined.

Table 5. Distribution of variables and the p-value calculated.

<table>
<thead>
<tr>
<th>Variable</th>
<th>Mean</th>
<th>S-D</th>
<th>Minimum</th>
<th>Maximum</th>
<th>p-value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Hand Length (cm)</td>
<td>18.91</td>
<td>1.375</td>
<td>17</td>
<td>21</td>
<td>0.2293</td>
</tr>
<tr>
<td>Hand Span (cm)</td>
<td>20.09</td>
<td>1.814</td>
<td>17</td>
<td>23</td>
<td>0.0646</td>
</tr>
<tr>
<td>Hand Circumference (cm)</td>
<td>19.36</td>
<td>1.206</td>
<td>18</td>
<td>22</td>
<td>0.8090</td>
</tr>
<tr>
<td>Wrist Size (cm)</td>
<td>15.54</td>
<td>1.157</td>
<td>14</td>
<td>17</td>
<td>0.7109</td>
</tr>
<tr>
<td>Minimum Devices Distance (cm)</td>
<td>6.583</td>
<td>2.466</td>
<td>4</td>
<td>11</td>
<td>0.6568</td>
</tr>
</tbody>
</table>

Performance Analysis. We evaluated the motion samples from each scenario using the empirical parameters shown in Table 3. We then calculated the evaluation metrics (see Section 4.2) and tabulated the results in Table 4. In summary, the result is satisfactory, since the mean TPR is high while the mean FPR and FNR are both very low.

Then, we compared the performance across scenarios. The differences of FNR between scenarios 1 and 2 suggested that authenticating using the preferred hand had slightly better performance than the non-preferred hand. Indeed, some participants mentioned and informed us that it was more difficult and less convenient to twist with the non-preferred hand. However, there was no obvious difference between the results for scenarios 1 and 3. Indeed, no participants reported any difference between sitting and standing. On the other hand, there was an improvement reported in scenario 5 when compared to scenario 1. This indicates the possibility of a learning trend, where the participants have learned to perform the TwistIn gesture. In scenario 4, we recorded a low FPR, which showed that it was difficult to mimic other’s TwistIn gesture. Still, a few attack attempts were succeeded by some of the participants. In particular, the attacker had a clear view of the phone and received the starting signal at the same time as the normal user. Moreover, the attacker also had ten trials of attacks. All these conditions were hard to fulfill without being noticed by the normal user. Therefore, we believe that the attack will be much harder in normal circumstances.

Correlation between Performance and User Preference. We analyzed the performance statistically to study if there were any correlation between performance and user preference. First, we looked for differences between participants who preferred the left hand and participants who preferred the right hand. We performed a t-test
using their FPR and FNR. The p-value for the FPR was 0.3604, meaning that the preference of the preferred hand did not affect the FPR. On the other hand, the p-value for FNR was 0.0331, which is lower than 0.05. This suggested that the preference of the preferred hand could affect the performance of TwistIn. A closer look at the results also reveals that the participants who preferred to use their left hand had successful authentications in all the trials without failing. However, the accuracy of the test was affected by the small sample size. We can perform a larger study involving more participants to better understand the effect of the preferred hand in the future.

Second, we study the effect of the smartwatch’s wearing position. Since the smartphone is always held by the hand but the smartwatch can be worn at different locations on the forearm, we used the minimum device distance to represent the smartwatch’s position. We performed a linear regression on the Minimum Devices Distance with the participants’ individual FPR and FNR, and Table 5 shows the results. Since the p-values were greater than 0.05, we rejected the null hypothesis and concluded that there was no significant correlation between the smartwatch’s wearing position and the performance.

Third, we originally planned to see if the wearing orientation of the smartwatch and the holding orientation of the smartphone have any effect on the performance. However, all participants decided to use the same orientation for both devices. Hence, we cannot perform this analysis, which would require a larger scale study.

Lastly, we tried to study the effect of the initial twisting direction to the performance. But we noticed that if the smartphone was held facing upward initially, the initial twisting direction was always toward inwards, i.e., if the smartphone was held by the right hand, the monitor would point to the left, and if the smartphone was held by the left hand, the monitor would point to the right. Hence, it was impossible to twist in the opposite direction due to the ergonomics of the human forearm. Therefore, it is not an option in the TwistIn gesture.

Correlation between Performance and Physical Differences. To find out if the physical differences affect the performance, we measured the hand size and the wrist size of the participants. We then performed linear regression with the participants’ individual FPR and FNR, and obtained the results tabulated in Table 5. Since all of the p-values are greater than 0.05, we can reject the null hypothesis. This suggested that the participants’ performances had no correlation with their physical differences.

Feedback from participants. We interviewed the participants to rate our method and compare with others. The results are tabulated in Table 6, which shows that the participants favored our method over password (Mean = 3.5, SD = 1), PIN (Mean = 2.7, SD = 2.1) and swipe pattern (Mean = 3.1, SD = 1.7). In particular, the participants favored our method mostly because it does not require memory recall. They also mentioned that the three methods are vulnerable against shoulder surfing and smudge attack, which are less secure compared to ours. ShakeUnlock (Mean = 4.3, SD = 0.9) was not preferred by the participants as more effort is needed to shake continuously for 2s compared to our TwistIn gesture, which can be done in less than 1.2s.

On the contrary, participants preferred fingerprint recognition (Mean = -2, SD = 2.4) because it is faster and more straightforward than our method. However, one participant pointed out that our method allows authentication with multiple users (e.g., Apple’s TouchID can only recognize five fingerprints), which could be more useful in some situations. Moreover, some participants mentioned that fingerprint recognition does not work for wet/dirty fingers. In addition, our method requires no external hardware menu and buttons on the device’s surface. This suggests our method can complement with fingerprint recognition.

Wearable devices are small and are usually equipped with minimal interfaces. These devices cannot be authenticated with PINs or Swipe Patterns if they do not have a keypad or a touchscreen. For example, Google Glass uses a combination of tap and swipe gestures on the touchpad to authenticate, which is slow and troublesome. On the other hand, our method allows users to simply pick up the smartglasses, perform the TwistIn gesture, and use it. Therefore, our method was highly rated when we compared with Google Glass (Mean = 3.3, SD = 2.1).

Traditionally, people connect to smart devices through smartphone applications. This allows us to use the smartphone interface to remotely access and control the devices. However, if a small device is close to the user, it
Table 6. Questions and responses of the interview on the scale of -5 (being strongly disagree) to +5 (being strongly agree).

<table>
<thead>
<tr>
<th>Question</th>
<th>Mean</th>
<th>S-D</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>I like to log into a computer by performing the TwistIn gestures on a</td>
<td>3.5</td>
<td>1</td>
<td>2</td>
<td>5</td>
</tr>
<tr>
<td>mouse more than typing your username and password on a keyboard.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I like to log into a smartphone by performing the TwistIn gestures</td>
<td>2.7</td>
<td>2.1</td>
<td>-1</td>
<td>5</td>
</tr>
<tr>
<td>more than entering a PIN.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I like to log into a smartphone by performing the TwistIn gestures</td>
<td>3.1</td>
<td>1.7</td>
<td>-1</td>
<td>5</td>
</tr>
<tr>
<td>more than drawing a Swipe Pattern.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I like to log into a smartphone by performing the TwistIn gestures</td>
<td>-2</td>
<td>2.4</td>
<td>-5</td>
<td>2</td>
</tr>
<tr>
<td>more than using Fingerprint Authentication.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I like to log into a smartphone by performing the TwistIn gestures</td>
<td>4.3</td>
<td>0.9</td>
<td>3</td>
<td>5</td>
</tr>
<tr>
<td>more than shaking the smartphone continuously for 2s (i.e., ShakeUnlock).</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I like to log into a smartglasses (e.g., Google Glass) by performing</td>
<td>3.3</td>
<td>2.1</td>
<td>-2</td>
<td>5</td>
</tr>
<tr>
<td>the TwistIn gestures more than entering a combination of four gestures</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>at the touchpad.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I like to access an IoT device by performing the TwistIn gestures and</td>
<td>0.7</td>
<td>3.1</td>
<td>-4</td>
<td>5</td>
</tr>
<tr>
<td>using the smartwatch’s interface to control more than searching for</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>the corresponding application on a smartphone and using it to control</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>the device.</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>Overall, I enjoy using TwistIn to log in and access devices.</td>
<td>2.8</td>
<td>1.1</td>
<td>0</td>
<td>4</td>
</tr>
</tbody>
</table>

can be picked up and logged in using the TwistIn gesture. The smartwatch’s interface can then be immediately used to access the device. This saves the time for searching for the corresponding app on the smartphone. Mixed responses (Mean = 0.7, SD = 3.1) were received as some participants did not like the idea of having to physically move and pick up the device, while some participants liked to physically engage with the device and use it because they felt that the interaction is more natural.

4.4 Experiment 3: Challenging Scenarios

In the last experiment, we additionally tested the performance of our method for five different challenging scenarios. Particularly, we considered all combinations of motion samples (across scenarios) that were not twisted together as negative cases.

Participants. We invited five participants who had participated the second experiment. Each participant performed the TwistIn gesture simultaneously on the two devices for ten times under each of the five scenarios; see below. We collected a total of 500 motion samples (5 participants × 2 devices × 10 times × 5 scenarios), with 250 samples from the smartwatch and 250 samples from the smartphone. Therefore, there are 250 positive cases, which consist of motion sample pairs that were twisted together. Since we have collected 2,000 motion samples from experiments 1 to 3, we could further treat all combinations of the samples that were not twisted together as negative cases. Therefore, we have 1,998,000 negative cases, which is \( \binom{2000}{2} - 1000 \).

Procedure. We consider the following five different challenging scenarios:
(i) The participant holds the smartphone while walking back and forth, and performs the TwistIn gesture.
(ii) The participant holds the smartphone while jogging back and forth, and performs the TwistIn gesture.
(iii) The smartphone is placed on a desk. The participant sits on a chair next to it, and then picks up the smartphone while performing the TwistIn gesture.
Table 7. Performance obtained by applying the parameters in Table 3 to detect TwistIn for the following scenarios.

<table>
<thead>
<tr>
<th>Scenario</th>
<th>TPR</th>
<th>FNR</th>
</tr>
</thead>
<tbody>
<tr>
<td>1  walking</td>
<td>0.6800</td>
<td>0.3200</td>
</tr>
<tr>
<td>2  jogging</td>
<td>0.5000</td>
<td>0.5000</td>
</tr>
<tr>
<td>3  picking up from desk</td>
<td>0.8600</td>
<td>0.1400</td>
</tr>
<tr>
<td>4  taking out from pocket</td>
<td>0.7400</td>
<td>0.2600</td>
</tr>
<tr>
<td>5  on a bus trip</td>
<td>0.9600</td>
<td>0.0400</td>
</tr>
</tbody>
</table>

Table 8. TNR and FPR evaluated using motion samples from experiments 1 to 3. We considered all combinations of motion samples that were not twisted together as negative cases, so we considered 1,998,000 negative cases altogether.

<table>
<thead>
<tr>
<th>TNR</th>
<th>FPR</th>
</tr>
</thead>
<tbody>
<tr>
<td>0.9852</td>
<td>0.0148</td>
</tr>
</tbody>
</table>

Fig. 11. Plotting the device rotations in various scenarios. (a) is obtained from scenario 1 in Experiment 2, while (b)-(f) are obtained from scenarios 1 to 5 in Experiment 3, respectively. Note that in all figures, x-axes denote the time and y-axes denote the value of the xyzw-components in the quaternion samples.

(iv) The smartphone is placed in the pocket of the participant’s trouser while the participant is standing. The participant takes out the smartphone and performs the TwistIn gesture at the same time.

(v) The participant holds the smartphone, while sitting inside a shuttle bus, whose route includes uphills, downhills, and turns. The participant performs the TwistIn gesture only when the bus is moving.

Note that we do not provide training sessions to the participants, as they had joined the second experiment and were familiar with the TwistIn gesture. Moreover, the participants used their preferred hand for all the scenarios.

Discussion. Similar to the previous experiments, we calculated the TPR, FPR, FNR, and TNR to evaluate our method’s performance as in Section 4.2. We used the parameters listed in Table 3 to evaluate each scenario. The result is tabulated in Table 7. The same parameters were also used to analyze the negative cases formed by pairing up all motion samples that were not twisted together, and the result is shown in Table 8. In general, the result of
Experiment 3 has lower performance than Experiment 2. It is because in Experiment 2, the participant sat on a chair and held the phone on hand just before performing the TwistIn gesture. However, in Experiment 3, one common factor across the five scenarios is that they all include additional motions with extra rotations, when the user performs the TwistIn gesture, e.g., while walking, while picking up the phone from the trouser pocket, etc.

- In scenario 1, the participants performed the TwistIn gesture while moving around and making turns, which involve two different types of rotations. Obviously, both devices rotated severely when the participants moved around and made turns. Also, due to the gravity acted on the smartphone, it was easy to move the wrist at the moment when the leg struck the ground. From Figure 11(b) and (c), some additional rotations can be observed in motions for smartphone but not for smartwatch.
- In scenarios 3 and 4, the smartphone was picked up from the desk and taken out from the trouser pocket, respectively. These actions will introduce additional rotations caused by the hinge joint.
- In scenario 5, the participants were on a bus, and they were allowed to perform the TwistIn gesture only when the bus was moving. Hence, extra rotations were introduced to the motion data when the bus made turns, went uphill, and went downhill.

While all five scenarios involve additional rotations, we could rank them in terms of the rotation magnitude. The bus produced the least rotations as it did not make a fast turn. Then, picking up the smartphone from the desk normally involves rotations of around 30 degrees. Taking the smartphone out from the trouser pocket and holding it up involves rotations of around 100 degrees. Making turns while walking and jogging could involve rotations as large as 180 degrees. On top of that, jogging suffers more from the extra rotations when the leg strikes the ground than walking. These match the results, where the participants performed the best in scenario 5 and performed poorly in scenario 2. While we have considered the rotation decomposition to our optimization model, it may not be able to filter out all kinds of additional rotations if the rotations align with the rotational axis of the TwistIn gesture (forearm). Therefore, these rotations would affect the calculation of the basis transformations. On the other hand, the results in Table 8 also shows that our method could minimize the chance of unauthorized access as the FPR is as low as 0.0148.

5 LIMITATION AND FUTURE WORK

As we implemented and tested TwistIn, we noticed some limitations in our method and experiment design that can be improved. First, while we have collected over 2,000 motion samples, our experiment result is still affected by the small sample size. In addition, we only used two devices in the experiments. However, the difference in size and shape may also affect our method’s performance. We plan to perform a more comprehensive study with more participants and more different devices.

Second, as shown in Experiment 3, our method has lower performance when the user performs TwistIn while doing other activities at the same time. We plan to solve this problem by considering motion samples over a longer time period and exploring the use of deep learning in decomposing the rotation and recognizing TwistIn.

Third, our current method considers only the motion data in the authentication process. In fact, we can incorporate other metrics. For example, we may include proximity-based detection, so that people far away cannot gain unauthorized access to the smart devices. In addition, we may include biometrics such as the twisting frequency and magnitude into the algorithm. This can potentially improve our method’s performance.

Lastly, we plan to investigate the hardware and software implementation to make use of TwistIn for IoT devices, e.g., game controllers, so that players can immediately join in a game simply by twisting the game controller. More importantly, the player’s profile and preference can then be loaded automatically to provide an instantaneous customized experience. This also matches the real life situation that most game controllers such as PlayStation 4 Controller and Xbox One Controller do not have a touchscreen. Therefore, the TwistIn also facilitate fast access and login, as well as personalization for the game player.
6 CONCLUSION

In this paper, we present the Twistln gesture to authenticate devices using a smartwatch. We observe that two devices share the same rotation when they are interacted using a single hand, but we also notice that there is a discrepancy in the two motions when one of the devices is strapped on the forearm and the other is being held in hand. To minimize the impact caused by the discrepancy, we formulated an optimization based on a rotation decomposition to filter out unwanted rotation components and solve for the basis transformation between the two devices. Furthermore, by analyzing the turning points and the variation of basis transformations over time, we designed and developed an algorithm for detecting synchronous Twistln gesture among multiple smart devices. The algorithm was implemented into a prototyping iOS Application, and we evaluated its performance with 12 participants under 5 different scenarios, and collected 1200 motion samples. Our evaluation with the prototype system reports that the false positive and false negative rates are only 0.0583 and 0.0167 (see Table 4), suggesting that this method can be efficiently adopted in small devices for allowing fast access to the devices.
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A REPRESENTING ROTATIONS USING QUATERNIONS

Quaternions represent 3D rotations using an axis-angle representation. For instance, an anticlockwise rotation of angle $\phi$ around axis $\vec{v} = [v_x, v_y, v_z]$ can be represented by the following quaternion:

$$q = \begin{bmatrix} \cos \frac{\phi}{2}, v_x \sin \frac{\phi}{2}, v_y \sin \frac{\phi}{2}, v_z \sin \frac{\phi}{2} \end{bmatrix},$$

which is in fact a unit vector in 4D space.

B MINIMIZING ANGULAR CHANGES IN SUCCESSIVE QUATERNIONS IN A TIME SERIES

The same 3D rotation can be represented by quaternions $+q$ or $-q$, whose components have equal magnitude but opposite signs. This is because a 3D rotation of $\phi$ degrees around an arbitrary axis $\vec{v}$ is the same as a 3D rotation of $-\phi$ degrees around $-\vec{v}$; see Figure A1. Since successive 3D orientations in a time series should be highly related, the angular changes between them should be small (less than $\pi$). Hence, we calculate the angle between two successive quaternions, say $q_i$ and $q_{i+1}$, in a time series as

$$\theta = \cos^{-1} \left( 2 \langle q_i, q_{i+1} \rangle^2 - 1 \right),$$

where $\langle q_i, q_{i+1} \rangle$ stands for the dot product of $q_i$ and $q_{i+1}$. In other words,

$$\langle q_i, q_{i+1} \rangle = \pm \sqrt{\cos \theta + 1 \over 2}.$$

It can be seen that the dot product of two quaternions is closely related to the angle $\theta$ between them. In fact, if $\theta$ is larger than $\pi$, their dot product should be negative. Therefore, we calculate the dot product between successive quaternions and negate the next quaternion ($q_{i+1}$) accordingly; see Algorithm 2 below.
To solve the optimization model shown in Eq. 72.22, we apply the Lagrange multipliers:

\[
\begin{align*}
\text{Input: } & q_1, q_2, ..., q_n \\
\text{Output: } & q_1, q_2, ..., q_n \\
\text{for } i = 1, 2, ..., n - 1 \text{ do} & \\
& \text{if } q_i \cdot q_{i+1} < 0 \text{ then} \\
& \quad q_{i+1} = -q_{i+1} \\
& \text{end} \\
& \text{end}
\end{align*}
\]

\[\sum_{t \in T_{\text{basis}}} \begin{bmatrix}
\frac{(a_{B}^k \cdot q_{B}^t)}{\sqrt{[l(w_{A}^t \cdot q_{B}^t) + (a_{B}^k \cdot q_{B}^t)^2] \cdot [l(w_{A}^t \cdot q_{B}^t) + (a_{B}^k \cdot q_{B}^t)^2]} \cdot [(w_{A}^t \cdot q_{B}^t)^2 + (a_{B}^k \cdot q_{B}^t)^2]]} \\
\frac{(a_{B}^k \cdot q_{B}^t)}{\sqrt{[l(w_{A}^t \cdot q_{B}^t) + (a_{B}^k \cdot q_{B}^t)^2] \cdot [l(w_{A}^t \cdot q_{B}^t) + (a_{B}^k \cdot q_{B}^t)^2]} \cdot [(w_{A}^t \cdot q_{B}^t)^2 + (a_{B}^k \cdot q_{B}^t)^2]]} \\
\frac{(a_{B}^k \cdot q_{B}^t)}{\sqrt{[l(w_{A}^t \cdot q_{B}^t) + (a_{B}^k \cdot q_{B}^t)^2] \cdot [l(w_{A}^t \cdot q_{B}^t) + (a_{B}^k \cdot q_{B}^t)^2]} \cdot [(w_{A}^t \cdot q_{B}^t)^2 + (a_{B}^k \cdot q_{B}^t)^2]]}
\end{bmatrix}
\]

\[\sum_{t \in T_{\text{basis}}} \begin{bmatrix}
\frac{(a_{B}^k \cdot q_{B}^t)}{\sqrt{[l(w_{A}^t \cdot q_{B}^t) + (a_{B}^k \cdot q_{B}^t)^2] \cdot [l(w_{A}^t \cdot q_{B}^t) + (a_{B}^k \cdot q_{B}^t)^2]} \cdot [(w_{A}^t \cdot q_{B}^t)^2 + (a_{B}^k \cdot q_{B}^t)^2]]} \\
\frac{(a_{B}^k \cdot q_{B}^t)}{\sqrt{[l(w_{A}^t \cdot q_{B}^t) + (a_{B}^k \cdot q_{B}^t)^2] \cdot [l(w_{A}^t \cdot q_{B}^t) + (a_{B}^k \cdot q_{B}^t)^2]} \cdot [(w_{A}^t \cdot q_{B}^t)^2 + (a_{B}^k \cdot q_{B}^t)^2]]} \\
\frac{(a_{B}^k \cdot q_{B}^t)}{\sqrt{[l(w_{A}^t \cdot q_{B}^t) + (a_{B}^k \cdot q_{B}^t)^2] \cdot [l(w_{A}^t \cdot q_{B}^t) + (a_{B}^k \cdot q_{B}^t)^2]} \cdot [(w_{A}^t \cdot q_{B}^t)^2 + (a_{B}^k \cdot q_{B}^t)^2]]}
\end{bmatrix}
\]

followed by normalizations

\[\frac{\tilde{a}_{A}^{k+1}}{||\tilde{a}_{A}^{k+1}||} \quad \text{and} \quad \frac{\tilde{a}_{B}^{k+1}}{||\tilde{a}_{B}^{k+1}||} \]

We observed that \(\tilde{a}_{A}^{k}\) and \(\tilde{a}_{B}^{k}\) both converge in our experiments. In practice, a good approximation of the axes can be found in around three iterations.

C SOLVING THE OPTIMIZATION

To solve the optimization model shown in Eq. (3), we iteratively apply the Lagrange multipliers. Let \(q_{A}^{t} = [x_{A}^{t}, y_{A}^{t}, z_{A}^{t}]\) and \(q_{B}^{t} = [x_{B}^{t}, y_{B}^{t}, z_{B}^{t}]\). We first initialize \(\tilde{a}_{A}^{0}\) and \(\tilde{a}_{B}^{0}\) as the means of the corresponding rotation axes:

\[\tilde{a}_{A}^{0} = \frac{1}{n} \sum_{t \in T_{\text{basis}}} \frac{q_{A}^{t}}{||q_{A}^{t}||} \quad \text{and} \quad \tilde{a}_{B}^{0} = \frac{1}{n} \sum_{t \in T_{\text{basis}}} \frac{q_{B}^{t}}{||q_{B}^{t}||},\]

where \(n\) is the number of quaternion samples within time period \(T_{\text{basis}}\). Then, we obtain the following equations using the Lagrange multipliers:

\[\tilde{a}_{A}^{k+1} = \frac{1}{n} \sum_{t \in T_{\text{basis}}} \frac{q_{A}^{t}}{||q_{A}^{t}||} \quad \text{and} \quad \tilde{a}_{B}^{k+1} = \frac{1}{n} \sum_{t \in T_{\text{basis}}} \frac{q_{B}^{t}}{||q_{B}^{t}||},\]

followed by normalizations

\[\tilde{a}_{A}^{k+1} = \frac{\tilde{a}_{A}^{k+1}}{||\tilde{a}_{A}^{k+1}||} \quad \text{and} \quad \tilde{a}_{B}^{k+1} = \frac{\tilde{a}_{B}^{k+1}}{||\tilde{a}_{B}^{k+1}||} .\]
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