Run-Time Deadlock Detection in Networks-on-Chip Using Coupled Transitive Closure Networks
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Abstract—Interconnection networks with adaptive routing are susceptible to deadlock, which could lead to performance degradation or system failure. Detecting deadlocks at run-time is challenging because of their highly distributed characteristics. In this paper, we present a deadlock detection method that utilizes run-time Transitive Closure (TC) computation to discover the existence of deadlock-equivalence sets, which imply loops of requests in networks-on-chip (NoC). This detection scheme guarantees the discovery of all true deadlocks without false alarms unlike state-of-the-art approximation and heuristic approaches. A distributed TC-network architecture which couples with the NoC infrastructure is also presented to realize the detection mechanism efficiently. Our results based on a cycle-accurate simulator demonstrate the effectiveness of the TC-network method. It drastically outperforms timing-based deadlock detection mechanisms by eliminating false detections and thus reducing energy dissipation in various traffic scenarios. For example, timing based methods may produce two orders of magnitude more deadlock alarms than the TC-network method. Moreover, the implementations presented in this paper demonstrate that the hardware overhead of TC-networks is insignificant.

I. INTRODUCTION

Deadlocks may appear in interconnection networks such as Networks-on-Chip (NoCs) [1] and may lead to performance degradation or even system failure. It is crucial to remove deadlocks when implementing a routing algorithm. In the literature, there are two strategies to deal with deadlocks: deadlock avoidance and deadlock recovery [2].

In deadlock avoidance, resources are granted to packets in a way that the overall network is deadlock free. This can be based on a turn model which prohibits the routing algorithm from making certain turns in the network [3], [4] or based on the strict ordering of virtual channels [5]. In general, avoidance techniques require restricted routing functions or additional resources to prevent deadlocks [2].

Deadlock recovery, which has yet to be implemented in real NoCs, implies that resources are granted to packets without any routing restrictions. Hence, deadlocks may occur and efficient detection and recovery mechanisms are required to intervene. However, detecting deadlock from a network is challenging, simply because of the distributed nature of deadlocks. Heuristic approaches, such as time-out mechanisms, are often employed to monitor the activities at each channel for deadlock speculations. These techniques may produce substantial false detections, especially with the network close to saturation where blocked packets could be flagged as deadlock. This makes it difficult to determine the best threshold value in these mechanisms which could depend on packets length, traffic load, traffic type and network size [6], [7], [8], [9], [10].

Several techniques have been proposed for reducing the number of false detections in general computer networks. In [8] a packet is suggested as deadlocked if all requested channels by the packet are inactive for a given time out. The work in [10] proposes a technique which is less susceptible to false deadlocks at the expense of extra hardware. In [9] the author proposed a technique that employs special control packets to cross along inactive channels for more accurate deadlock detections. Although these reduced false deadlock alarms compared to the crude time-out mechanism, they are still based on the time-out idea and finding the best threshold values for different network settings is not trivial.

There are two deadlock recovery schemes, regressive and progressive. A regressive recovery is based on an abort and retry mechanism [11] which kills the suspected packet and reinjects it after a time out. A progressive recovery however utilizes additional hardware to bypass the suspected packets to their destination sequentially [6] or concurrently [5].

In this paper, we present a deadlock detection method, which guarantees true deadlock detection for NoCs. A run-time transitive closure (TC) computation scheme is employed to discover the existence of deadlock-equivalence sets, which imply loops of requests. Also, the proposed detection scheme can be realized using a distributed architecture, which closely couples with the NoC infrastructure, to speed up the necessary computation and to avoid introducing traffic overhead in the communication network. The contributions of this paper are:

• Introducing a deadlock-equivalence set criterion for detecting loop of packet requests.
• Presenting a new deadlock detection scheme to discover the existence of deadlock-equivalence sets based on TC computation. In addition a distributed architecture, TC-network, is proposed to implement the detection.
• Evaluating the proposed deadlock detection scheme through experimental studies and comparisons with the state-of-the-art timeout detection scheme using various traffic scenarios and evaluating the hardware area and power overhead of the TC-network.
II. METHODOLOGY

A. Assumptions

In line with existing work on deadlock detection/recovery [6], [7], [8], [9], [10], we make the following assumptions:
- The network is a collection of routers connected by channels. Each router is connected to a single core that can inject/consume packets in the network via the router.
- Fully adaptive routing algorithm with minimal paths is used.
- A finite time is required to consume a packet at the destination.
- A buffer cannot contain flits belonging to different packets, i.e. atomic channel allocation [7].

B. Equivalence Set Criterion for Deadlock

Network resources and dependencies at any particular time can be expressed as a Channel Wait-for Graph (CWG) [2], [5]. It is readily translated to an $n \times n$ adjacency Boolean matrix $[G_{ij}]_{n \times n}$ as follows: 1) $G_{ij} = 1$ when there is a head flit in channel “$i$” requesting channel “$j$” (e.g. in Fig. 1 a head flit occupy $ch_1$ and requesting $ch_2$) or if a non head flit in channel “$i$” and its head flit in channel “$j$” (e.g. in Fig. 1 a data or tail flit occupy $ch_2$ and its head flit in $ch_3$); 2) $G_{ij} = 0$ otherwise (including when $i = j$). Let the vertices (channels) from network $N$ be $V = \{v_1,v_2,\ldots,v_n\}$, and consider a subset $M = \{v_1,v_2,\ldots,v_m\}$ of vertices for some $m < n$. $M$ is a Deadlock Equivalent Set (DES) if and only if in all its vertices there are packets waiting for one another in a cyclic manner to progress to their respective destinations. The evaluation of equivalence relationships can be based on the Transitive-Closure (TC) matrix $[T_{ij}]_{n \times n}$ of the original matrix $[G_{ij}]_{n \times n}$.

The transitive-closure relationship can then be used to determine whether there is a set of channels in the network forming a DES. Suppose we have channel “$a$” and channel “$b$”, $a, b \in N$. If these two channels form a deadlock-equivalence set $\Omega(a,b)$, their corresponding TC will be $T_{ab} = T_{ba} = 1$ and $T_{ab} = T_{bb} = 1$. This can be extended to $m$ channels, such that all pairs of elements in $M$ meet the DES condition:

$$\Omega(a,b) = \begin{cases} 1, & \text{if } T_{ab} = 1 \land T_{ba} = 1 \land T_{aa} = 1 \land T_{bb} = 1 \\ 0, & \text{otherwise} \end{cases} \quad (1)$$

In interconnection networks, a channel can appear in a DES only once and cannot appear in multiple DES’s at the same time. Members of the set of simultaneous DES’s, $S = \{S_i\}$, are therefore pairwise disjoint, that is $S_i, S_j \in S$ and $i \neq j$ implying $S_i \cap S_j = \phi$.

C. Equivalence Set Computational Complexity

The DES provides a simple criterion for deadlock detection. The technique is to derive the transitive-closure of the CWG and identify the channels that satisfy the criterion. Figure 2 exemplifies this idea. The derived TC graph (Fig. 2-b) clearly shows four vertices (channels) with self-reflexive paths and all pairs of these satisfy the condition of the DES (Eq.1). The computational procedure is outlined in Algorithm 1. It has three nested loops containing a $\Theta(1)$ core. In lines 3-7, it converts the directed graph (CWG) to a Boolean adjacency matrix to reflect the existing paths in the graph. In lines 8-12, the TC is computed. The code state $T^{(k)}$ should show a path from vertex $i$ to vertex $j$ if 1) $T^{(k-1)}$ already shows a path from $i$ to $j$, passing through one of the vertices in $1..k-1$, or 2) $T^{(k-1)}$ shows a path from $i$ to $k$ and a path from $k$ to $j$; hence there will be a path from $i$ to $j$ through $k$.

The computation of the transitive-closure is expensive. The algorithm requires a computational complexity of $O(n^3)$. In the next section, we present a distributed architecture to realize the TC computation and also exploit the reflexive property to further simplify DES detections in NoCs.

**Algorithm 1** A DES discovery using TC computation

1: Definitions: CWG is a directed graph generated from the NoC at certain time; $V_{CWG}$ is a set contains all the vertices in CWG; $E_{CWG}$ is a set contains all the edges in CWG.
2: $n \leftarrow |V_{CWG}|$;
3: for $i \leftarrow 1$ to $n$
4: \hspace{1em} for $j \leftarrow 1$ to $n$
5: \hspace{2em} if $(i \neq j \land E(i,j) \in E_{CWG})$ then $T_{ij}^{(0)} \leftarrow 1$;
6: \hspace{2em} else $T_{ij}^{(0)} \leftarrow 0$;
7: end for $j$
8: for $k \leftarrow 1$ to $n$
9: \hspace{1em} for $i \leftarrow 1$ to $n$
10: \hspace{2em} if $T_{ik}^{(k-1)} \lor T_{ik}^{(k-1)} \land T_{kj}^{(k-1)}$ then $T_{ij}^{(k)} \leftarrow 1$;
11: end for $j$
12: end for $i$
13: Compute DES $\forall a, b \in n$ that satisfy:
14: return DES

III. TRANSITIVE CLOSURE NETWORK ARCHITECTURE

A. Transitive Closure Computation with TC-Networks

Dynamic programming (DP) can yield the solution for the transitive closure [12]. DP provides an opportunity for solving the computation using a parallel architecture with improved computation performance. Mapping TC computation to a parallel computational platform can be achieved with the introduction of a TC-network. The network has a parallel architecture, and can be used to compute the TC solution through the simultaneous propagation of successive inferences.
Figure 2: a) The CWG of a particular network at a certain time, b) CWG* represents the TC graph, the set of channels \{ch_{1}, ch_{5}, ch_{7}, ch_{9}\} satisfy the DES definition (Eq.1).

Lam and Tong [13] introduced DP-networks to solve a set of graph optimization problems with an asynchronous and continuous-time computational framework. This new class of inference networks is inherently stable in all cases and has been shown to be robust with an arbitrarily fast convergence rate [13]. A parallel computational network for solving the shortest path problem is also proposed in [14].

A TC-network is constructed by the interconnection of autonomous computational units. Figure 3 shows the structure of a unit and the connections in a general inference network. Each unit represents a binary relation \((i, j)\) between two objects and there are \(N\) sites to perform the inference action as defined in the site function. The value of the corresponding relation between \(i\) and \(j\) is then determined by resolving the conflict among all of the site outputs. Basically, if \(S_k(i, j)\) represents the site output at the \(k\)-th site and \(g(i, j)\) stands for the unit output of unit \((i, j)\), then the TC computation can be stated in terms of network structure

\[
S_k(i, j) = g(i, k) \land g(k, j) \\
g(i, j) = \lor_{k \neq j} S_k(i, j)
\]

where \(\land\) is the inference for the site function and the conflict-resolution operator for the unit function. The operator \(\lor\) denotes the unit which resolves the binary relation \((i, j)\).

The computational units will be interconnected in the same way as the TC computation structure. Each unit represents a node and an interconnection represents an edge. Such a TC network converges to the solution and can be readily implemented using a distributed network. Also, this network architecture, with its simplicity and parallelism, is ideally suitable for on-chip DES detection.

B. Coupling TC-networks to NoCs

An on-chip communication network itself defines the graph vertices of its TC-network. This provides an opportunity for TC computation embedding a TC-unit at each node. Unlike general computer networks, where internode information can only be exchanged through packets, on-chip networks can take advantage of additional dedicated wires to transmit data between routers. The TC-network shown in Fig. 4 consists of distributed computational units and links between them. The topology of the network resembles the defined graph topology, which is the communication structure of a NoC. At each node, there is a computational unit, which implements Eq. 2 and 3. The output of the unit will be propagated to neighbour units via interconnects. The TC-network tightly couples to the NoC and each computational unit locally exchanges control and system parameters with the router. The run-time information, such as local channels’ occupation and request status, will be input to the computational unit simultaneously. The simplicity of the computational unit provides for a run-time response and does not consume any data-flow network bandwidth.

Back to Fig. 2, the CWG vertices do not include self-reflexive paths. Any self-reflexive path in the TC graph corresponds to a DES. This property can be used to further simplify DES detection. Deadlocks have been reported to be infrequent events [7], [10], [15] in networks. As a result, it is possible to employ a light-weight network based on mutual exclusion units to implement TC-networks to discover the existence of the self-reflexive path for each channel. The mutual exclusion circuit ensures that only one channel can use the TC-network at any time and channels are checked sequentially using a simple token-ring protocol. One possible token-ring path for mesh and torus networks is the one presented in [6], a Hamiltonian cycle. The token-ring could be implemented as an asynchronous circuit [6] or could be clocked using router clocks.

Each TC-unit seizing the token will initiate checking of the corresponding router channels. The rest of the units will implement a transitive property that passes the test signal to neighbour units if and only if there is a chain of channel dependencies between its input and output. This makes the TC-network self-pruning and will keep switching power to minimum. The function performed in the TC-unit that seizes the token starts by asserting a logic high test signal on the output TC-link corresponding to the channel to be tested. The corresponding input, TC-link, is then checked (see Algorithm 2). In case of a match between an input and output, a self-reflexive path exists and the channel is part of a DES. The TC-unit then sets a detection flag that may be used by the node router to trigger a recovery. Otherwise the detection flag
Algorithm 2 Pseudo code of the TC-unit computation

1: Inputs:
   $tc_{rx}[m]$: TC input signals from neighbor routers,
   $ch_{oc}[m]$: channels occupation input from the local router,
   $ch_{req}[m][n]$: channels request input from the local router,
   $token_{in}$: token input signal
2: Outputs:
   $tc_{tx}[n]$: TC output signals to neighbor routers,
   $dd[n]$: deadlock detection flags, output to the local router
3: Definitions:
   “Par”: denotes parallel operations
   $n$: number of router output channels
   $m$: number of router input channels
   $tp$: a temporary buffer;
   $k$: channel number to check if has a self-reflexive loop
4: Par: (for $i = 1$ to $n$),
5:   if ($token_{in} = 1 \land k = i$) then $tc_{tx}[k] = 1$;
6:   $tp = 0$;
7:   Par: (for $j = 1$ to $m$)
8:     $tp = tp \lor tc_{rx}[j] \land ch_{oc}[j] \land (ch_{req}[j] = i)$;
9: End Par
10: if ($i = k \land token_{in} = 1 \land tp = 1$) then $dd[i] = 1$;
11: else $dd[i] = 0$; $tc_{tx}[i] = tp$;
12: End Par

is reset and the next channel will be tested. Once the TC-unit finishes checking all the channels of the corresponding router, it passes the token to the next neighbour unit. The delay time of the TC-network to converge and provide useful information will mainly depend on the NoC size. However, the TC-network can produce a legitimate output even if it does not converge in a single clock cycle since a deadlock is a steady and persistent event [2].

IV. RESULT AND DISCUSSIONS

A. Evaluation Methodology

We measured and compared the percentage of detected deadlocks using the TC-network method and the heuristic time-out mechanism [6] for different network traffic and different Packet Injection Rates (PIR). The percentage of detected deadlocks is calculated as the ratio between the number of packets detected as deadlock over the total number of packets (received and detected). Moreover we calculated the consumed energy caused by dropping detected packets. In general the energy dissipated by a network is divided into the following groups: 1) Routing energy which depends on the routing type, 2) Selection energy which refers to the type of selection if the routing algorithm returns more than one option, 3) Forwarding energy which is used in sending a flit, 4) Receiving energy which is used in receiving a flit and 5) Standby energy. The packet dropping energy is defined as follows:

$$E_{wasted} = hop_{count} \times (E_{forward} + E_{receiving}) + Flit_{age} \times [E_{standby} + Flit_{head} \times (E_{routing} + E_{selection})] \quad (4)$$

where $E$ denotes energy, $hop_{count}$ is the number of hops the flit passed before being aborted, $Flit_{age}$ is the number of clock cycles the flit lived in the network (either moving or waiting resources to be freed) and $Flit_{head}$ is a Boolean flag that add the last term to the equation if the flit type is head, i.e., if the blocked flit is head it will continue consume energy by trying to reserve an output channel in each clock cycle.

The performance evaluation was carried out using a modified version of Noxim [16]. In particular, we modified Noxim by introducing the TC-network and the crude time-out deadlock detection techniques. The simulated NoC is a mesh with four port architecture, a fully adaptive routing with random selection function, no virtual channels, and a crossbar switch. Each input channel consists of four flit buffers and one clock cycle is assumed for routing and transmission time across the crossbar and a channel. The result are captured after a warm up period of 10,000 clock cycles. The simulation time is set to 300,000 clock cycles. To ensure the accuracy of results captured with a higher confidence, the simulation at each PIR is repeated many times with different seeds and their mean values taken.

B. Evaluation Result

Figure 5 shows the performance results for a $4 \times 4$ 2D mesh NoC, and a uniform distribution of packet destinations with different PIR. The packet lengths are randomly generated between 2 and 16 flits. The majority of detected deadlocks using the time-out mechanism are false alarms. For instance, 22% of the packets injected in the network are detected as part of deadlocks with the threshold value set to 32 (Fig. 5-a). The TC-network instead detected that less than 1% of packets are in true deadlocks, consistent with literature [15] which stated that deadlock is an infrequent event. Figure 5-b shows the network average delay versus the throughput for full load range. It shows that smaller threshold values used in the time-out mechanism improve these two important network metrics because the time-out mechanism works as a congestion monitoring rather than deadlock detection. Examining Fig. 5 (a and b) one could select the threshold value of 256 as the best value for such a network setting as it produces a minimum detection percentage of 2.7% with good throughput and latency. The selection of the best threshold value for different network settings (packets length, buffer size and traffic type) was the goal of several studies [10], [8], [7], [9].

![Figure 4: A TC-network coupled to a mesh network.](image-url)
Figure 5-c shows the percentage of wasted energy due to packet dropping to the total consumed energy. The figure is similar to but not linearly proportional to the detection percentage figure (Fig. 5-a). This is because significant energy consumption is caused by the routing function [16] which repeatedly try to route the head flit till the time out value has elapsed in the case of the time out method (see Eq.4). For instance, the time-out-128 detects 5.3% at saturation and it waste 8.8% of the total consumed energy by aborting these packets while the Time-out-512 detecting 2.6% at saturation and wastes 9.1% energy. There are two reasons behind that: the first one because the network with bigger threshold value is delivering less flits at the given simulation time (Fig. 5-b). The second reason is the $Flit_{age}$ in (Eq.4) is directly proportional to the threshold value, in case when a packet is detected as deadlocked.

To investigate different traffic scenarios and network sizes, Fig. 6(a, b and c) shows the performance results with the bitreversal traffic. The network size is $8 \times 8$ mesh and the packet lengths are randomly chosen between 32 and 64 flits. The results in general show a similar trend to the previous example. Here we could select the threshold value of 1024 as the best threshold. The TC-network method detects around 0.07% of packets as deadlocked and dropping them consumed energy of less than 3.6% compared to 4% detected using Time-out-1024 and wasting energy of around 10%. For other traffic scenarios the results are summarized in Table I for $8 \times 8$ mesh with packets size randomly chosen between 32 and 128. The table also summarizes the TC-network improvements.

C. Area, Power and Delay Estimation

It is crucial in designing NoCs that routers should not consume a large percentage of silicon area compared to the core blocks. We have designed in Verilog two fully adaptive routers based on the Time-out and the TC-network methods. These are then synthesised using Synopsys Design Compiler and mapped onto the UMC 90nm technology library. We found that the TC circuit uses 75% less area than the Time-out circuit and will add only 0.76% area overhead to the total router area...
This work studies deadlock detection and recovery in NoCs as opposed to deadlock prevention. We proposed a new deadlock detection method based on computing deadlock-equivalence sets. Also, a transitive-closure network architecture is proposed to realize the detection computation in parallel. The method eliminates the need of any kind of time out mechanism, and delivers true deadlock detections independent of the network load and message lengths. The proposal is rigorously evaluated using a cycle-accurate simulator to demonstrate the effectiveness of the TC-network based detection method compared to the time-out mechanism. In the future, we will investigate the methodology of using TC-network on real-time deadlock detection and recovery in a large-scale NoCs.
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